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Abstract:
A file that has to be moved between two schemes can be moved through the network. Security needed between the sender and the receiver. Electronic mails are fastest way of communication and information sharing, but in new years, Email system has been changed, which known Spam Mails. Spam is information, which is spread to a big number of receivers without telling them. Now, a number of techniques have been proposed to stop spam. Filters for anti-spam can be worked in two methods: Preventive techniques and Curing Techniques; The Preventive techniques are Stop Spam before delivery which are depend on URL Based and List Based. Such as whitelisting, blacklisting. The Curing Technique is Destination Spam Filtering that used is Content Based Filtering. The Curing Technique, the messages are categorized as Spam or not Spam based on these techniques. Such as Bayesian filtering, keyword-based filtering, heuristic-based filtering, etc. In this study introduce combining preventive techniques and curing techniques to get good algorithm.
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1. INTRODUCTION
Sending messages by the communication network is known Electronic Mail (Email) [1]. Emails are reliable, fastest way of communication and information sharing. E-mails have low transmission costs [2]. E-mail become important topic for huge of persons. One can send information electronically to another one in speedily. However, in current years, Email system has been changed, also affected by Spam Mails. Spam is as unwanted email for a receiver that the user do not required to have in this inbox. Spam is use of messaging system to send unwanted messages randomly [3]. Spam is message, which is send to a number of receivers without inform them. Spam has become huge problem for users of Internet [4].
Spam messages has grown in the recent years. Some researchers consider that spam is becomes from 30 % to 70% of all messages (email) on the Internet [5]. A large number of techniques for filtering spam have been proposed such as whitelisting, blacklisting, Bayesian filtering, keyword-based filtering, heuristic-based filtering, etc. Three principles in the following that meet with any email:

1) Anonymity: The address and identity of the sender are concealed.
2) Mass Mailing: The email is sent to large group of people.
3) Unsolicited: recipients do not request the email.

Spam Mail has become an increasing problem in recent years. It has been estimate that around 70% of all emails are spam [6]. The spam classifier makes use of the machine learning to classify web documents as either spam or not spam [7]. The common algorithms are Bayesian Classifier, KNN, NN, Black List, White List [8]. Nowadays, the researchers are working to hybrid two or more filters to develop best classification [9].

This paper introduce merging classifiers (Black List, White List with Bayesian classifier) to get good classification. This paper has been organized in the following parts: Section 2 Related works with this paper. Section 3 Spam Detection techniques. Section 4 Proposed System which is used for this paper. Section 5 Data Set. Section 6 Results of this paper, Section 7 Evaluation the results of this paper and Section 8 conclusion.

2. RELATED WORK

There are large researches existing work to detect spam in E-mails.

[10] A Study in 2013, work on bad URL detection. To classify URLs: spiteful URL and valid URL. In addition, used Bayesian filter to increase the accuracy of the system.

[11] A study in 2015 proposed a spam and bad URLs detection system by stopping spam messages and malicious URLs in Email. And use detect based on Bayesian filter and Decision Tree.

[12], a study, propose hybrid three approaches: (Bayesian, thresholds, probability) working together to detect spam emails.

3. SPAM DETECTION TECHNIQUES

Figure1 showing common techniques using to detect and stop spam from email messages [13].

1) Preventive Techniques (Stop Spam before delivery):

Preventive techniques is better than curing techniques, In the Preventive techniques, the messages that are arrived toward mailbox are checked for legitimacy and then permitted to pass in the mailbox. There are two ways within Preventive Techniques: URL Based and List Based.

URL Based: in this way, spam classifier done based on URL [14]. The arriving URL is first verified to be valid or not. Then accept to email messages entered to the mailbox.

List Based: this is filtering way which is used the network information before a message is received by the receiver in order to classify whether this messages is spam or Ham such as Black Listing[15].

2) Curing Techniques

The common approach that used is Content Based Filtering. Also called Destination Spam Filtering. This approach, message emails are filtered as Spam or Ham, learning techniques and AI ways used to classify Spam.
Black List: this method is done by use classification principles, the goal of these ways is stopping the unwanted content and do not reach the mailbox. A way to do is on the basis of IP Address.

Blacklists are used to IP addresses [16]. The not strong with this method was that clever spammers frequently change their IP addresses [17]. Blacklist is the general method of detect spam, since its simple work. The key idea include create simple database and listing (domain names, IP-addresses). Now the messages to arrive from the list that recorded are stopped.

White List: this method is used to categorize users email addresses as valid. Emails addresses are saves automatically in white-listed. Making a database of White lists; which includes domain names and IP-addresses [18].

Bayesian Classifier: is a common method of email filtering. It apply to identify spam e-mail. Classification process apply the Bayesian statistics on the features that drive from these classifications [19].

Bayesian Classification was derived from the Bayes' theorem in probability theory. If the calculated probability value is higher than the preset threshold, the message is classified as a spam, and treated accordingly [20].

\[
P(A|B) = \frac{P(B|A) \cdot P(A)}{P(B)}
\]

where:

- P(A) is the prior probability of A.
- P(A|B) is the conditional probability of A, given B.
- P(B|A) is the conditional probability of B, given A. It is also called the likelihood.
- P(B) is the prior or marginal probability of B, and acts as a normalizing constant.

4. OBJECTIVE OF THE WORK

The aim of the paper is improve spam detection system. A filter is used to organize a message: SPAM or HAM. In this paper, the procedure for the spam detection is summarized under the Figure (2) [21].
The basic steps of spam detection are:

5. **Pre-processing**

Pre-Processing Steps the purpose for preprocessing is to transfer messages in email into a uniform format that can be understand by the learning algorithm. The basic preprocessing steps of spam detection algorithm are [22]:

1. HTML Removal.
2. The words that have length <=2 are removed.

| Input (x) = “I have a list of people you missed!” |
| Output (x) = “have list people you missed!” |

3. All the special characters are removal. Ex: (continue)

| Input (x) = “have list people you missed!” |
| Output (x) = have list people missed |

4. Stop words are removal. “Words” do not include any useful information. Such as [then,ther,th,was,you,are,by,they,have,has,also,before,both,because,about]. Typically include pronouns, prepositions and conjunction. Ex:(continue)

| Input (x) = have list people you missed |
| Output (x) = list people missed |

5. Stemming Algorithm: is used to fetch the basic form of the word (root). This algorithm is used to reduce the words to its root by remove the plural from nouns(e.g. "pens" to "pen"), the suffixes from verbs(e.g. "reading" to "read"). Example (continue)

| Input (x) = list people missed |
| Output (x) = list people miss |

6. **Feature extraction**

Feature extraction Phase also called, “feature reduction”, “attribute selection”. It is the method to choice a subset of relevant features for structure the learning prototyp. This method is used to tokenize the file content into individual word [9]. Feature extraction (Tokenization) is the process that extracting features from email into a vector space [23]. Feature extraction employs to excerpt selective features from the process of pre-processed steps. A feature can be anything in an email message. It can be a word, a phrase, a number, an HTML tag, etc.

7. **Feature Selection**

This technique must be differentiate from feature extraction. Feature extraction is create new features from the original features, but feature selection select subset of the existing features [6]. Improves the performance of the feature selection by makes training and applying a classifier more efficient by decreasing the size of data set. Second, feature selection enhances accuracy of classifier by eliminating extra features from the data set. An email message contains two parts: a header and a body [24].
There are some approaches used to get features selection[22]:

1) **Chi-square**: Chi-square hypothesis tests may be performed on contingency tables in order to decide whether effects are present. Effects in a contingency table are defined as relationships between the row and column variables; that is, are the levels of the row variable differentially distributed over levels of the column variables. Significance in this hypothesis test means that interpretation of the cell frequencies is warranted.

2) **Gain Ratio**: The various selection criteria have been compared empirically in a series of experiments. When all attributes are binary, the gain ratio criterion has been found to give considerably smaller decision trees. When the task includes attributes with large numbers of values, the subset criterion gives smaller decision trees that also have better predictive performance, but can require much more computation. However, when these many-valued attributes are augmented by redundant attributes which contain the same information at a lower level of detail, the gain ratio criterion gives decision trees with the greatest predictive accuracy. All in all, it suggests that the gain ratio criterion does pick a good attribute for the root of the tree.

### 7. Representation of Data:

This step is main task of spam detection algorithm because it is very hard to do computations with the textual data. The representation should be show the real statistics of the textual data. The actual statistics of the textual data is converted to suitable numbers. Here are many methods for term weighting that calculate the weight for term differently.

1) **Term Frequency**: counts the number of occurrences of term in a text document. Mathematically it can be represented as:

$$W_{ij} = tf_{ij}$$  \hspace{1cm} \text{Equation (3)}

Where, \(tf_{ij}\) as the frequency of term \(i\) in document \(j\).

2) In tf-idf, found normalized term frequency, inverse document frequency and tf-idf of each word in document (email). Tf-idf is a statistical measure used to calculate how significant a word is to a document in a feature corpus. Word frequency is established by term frequency (tf), number of times the word appears in the message yields the significance of the word to the document. The term frequency then is multiplied with inverse document frequency (idf) which measures the frequency of the word occurring in all messages.

The formula is:

$$X_{i,j} = \frac{TF_{i,j} \cdot \log \left( \frac{|D|}{|\{d_j : t \in d_j\}|} \right)}$$  \hspace{1cm} \text{Equation (4)}

Where

- \(i\) = term.
- \(j\) = document.
- \(TF_{i,j}\) = frequency \(i\) in the \(j\).
- \(|D|\) = number of documents [25].

### 8. Classification

Classification is a task of learning data patterns that are present in the data from the previous known cases and associating those data patterns with the classes. Many techniques used in classification into spam detection algorithm. The following equations showing the main concepts of the classification.

1- Good message (Ham) = Ham message / Total messages.
2- Bad message (Spam) = Spam message / Total messages [26].
9. Proposed Approach

10. EXPERIMENTS AND RESULTS

10.1 Implementation:

We established four files: The first file used of the White List which is stores the IP addresses and URLs for wanted websites; the system employ the white list to match with the received messages, and this file is updated repeatedly by the user. The second file employ the Black List which is keeps the IP addresses and URLs for unwanted websites; the system uses the black list to match with the received messages. This file is updated regularly by the user.

10.2 Data Sets

After collected a new data set, composed by 1424 emails. 1113 are spam emails and 311 emails are HAM messages. Those emails grouped from the mail boxes of some students. Divided the emails in two groups: the training group contains 70 % of the emails. The training group contains 30% email messages; 14 % Ham messages and 16 % unsolicited mail messages. The checking group contains 31 % of the emails: 10. 916 email messages; 3.788 Ham messages and 7.139 unsolicited messages.

10.3 Results

Accuracy of White, Black, and Bayesian filter “with” and “without” pre-processing is shown in table (1).

<table>
<thead>
<tr>
<th>Algorithm(1) Proposed Spam Email Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step1: Input Email Message.</td>
</tr>
<tr>
<td>Step2: Apply White List Filter.</td>
</tr>
<tr>
<td>Step3: Apply Black List Filter.</td>
</tr>
<tr>
<td>Step4: Using Pre-Processing Steps.</td>
</tr>
<tr>
<td>Step5: Apply Feature Selection method.</td>
</tr>
<tr>
<td>Step6: Caculate Term Frequency(TF),TF-IDF.</td>
</tr>
<tr>
<td>Step7: Classificate using Bayesian classifier.</td>
</tr>
</tbody>
</table>

1) **White listing algorithm:** use preprocessing data is 85% precision. Do not use preprocessing data is 40%.

2) **Black listing algorithm:** using preprocessing data is 78% precision. Do not use preprocessing data is 50%.

3) **Bayesian algorithm:** using preprocessing data is 89% precision. Do not use preprocessing data is 48%.

4) **Hybrid approach (proposed approach):** using preprocessing data is 91% precision. Do not use preprocessing data 66%.

Validate the results using some questions:

Q1/ Can pre-processing benefits to enhancing the results? As shown in table1, accuracy is better using preprocessing.

Dheyab .S
Q2/which algorithm is capable to complete well results?
    Hybrid algorithm that is close to 91%

Table 1: Accuracy with use and without use pre-processing

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>White List</td>
<td></td>
</tr>
<tr>
<td>White List With pre-processing data</td>
<td>85 %</td>
</tr>
<tr>
<td>White List Without pre-processing data</td>
<td>40 %</td>
</tr>
<tr>
<td>Black List</td>
<td></td>
</tr>
<tr>
<td>Black List With pre-processing data</td>
<td>78 %</td>
</tr>
<tr>
<td>Black List Without pre-processing data</td>
<td>50 %</td>
</tr>
<tr>
<td>Bayesian Filter</td>
<td></td>
</tr>
<tr>
<td>Bayesian Filter With pre-processing data</td>
<td>89 %</td>
</tr>
<tr>
<td>Bayesian Filter Without pre-processing data</td>
<td>48 %</td>
</tr>
<tr>
<td>Hybrid Approach</td>
<td></td>
</tr>
<tr>
<td>Hybrid Approach With pre-processing data</td>
<td>19 %</td>
</tr>
<tr>
<td>Hybrid Approach Without pre-processing data</td>
<td>66 %</td>
</tr>
</tbody>
</table>

10.4 Estimation

To estimate the performance of the system, following steps are done:

- The inbox include 800 email messages:
  - 400 Ham messages arbitrarily selected from the training set.
  - 400 spam messages arbitrarily selected from the training set.
- All email messages: 800
  - Ham messages: 400
  - Spam messages: 400
  - Email messages filtered as Ham: 260
  - Email messages filtered as spam: 240
  - Accuracy: 89.56%

11. CONCLUSION

More than 70% of emails nowadays is spam. Unsolicited email detection is key part of concern nowadays as it benefits in the finding of spam emails. There are a lot of anti-spam techniques, but there is no technology that has processed unwanted messages permanently except the anti-spam techniques that are based on "machine learning" methods. These techniques are basically text classifiers, they classify a email message into two categories (spam or non-spam). This paper described a machine learning approach based on Bayesian analysis to filter spam. The filter learns of what spam and non-spam messages. Before use Bayesian analysis, this study apply white and black listing to classify the email and to stop spam e-mails. Then use Bayesian classifier. You can train it once and after training the classifier, it can filtering spam with high accuracy as shown in the evaluation section.
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