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### Abstract

Image encryption is one of the primary approaches which is used to keep image information secure and safe. Recently, image encryption is turning its attention to combination with the field of DNA computing. In the presented study, a novel method of image encryption is suggested and implemented based on the DNA algorithm and Chaos theory, the most important principle in image encryption is breaking the correlation amongst pixels. This algorithm performs well against chosen cipher-text attacks. Furthermore, the proposed approach was implemented and analyzed for the Number of Pixel Change Rate (NPCR), Unified Average Changing Intensity (UACI), The performance of the encryption method is analyzed using the histogram, Shannon entropy and key space.
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1. Introduction

Utilizing digital images for the purpose of expressing information is considered to be informative, vivid, and intuitive; accordingly, so the digital images are the typical approach to express information [1]. As image information are used widely, it is a main issue to ensure the security [2][13]. Recently, the technology of encrypting digital images is of high importance in protecting the security of image information [3]. Because of the high-redundancy characteristics and large data volume of the digital images, the traditional encryption approaches cannot satisfy the requirements of image encryption due to the low-security and low-effectiveness of the encryption process [23]. In the year of 1949, the idea of perfect security has been introduced by Shannon, also, he indicated that the one-time pad cryptosystem had ideal security, as indicated in his research “Communication Theory of Secrecy Systems” [22]. Yet, the transfer and the distribution of the one-time pad’s secret key faced certain difficulties. Based on the pseudo randomness [13], chaotic system’s predictive difficulty, the sensitivity to initial value, and chaotic sequence could carry out the same encryption impact with one-time pad as the random key, and theoretically it cannot be broken [24]. The technology of chaotic encryption is extensively applied in information security, particularly in image encryption [17], one in more using the chaotic theory in A.I algorithm and text preprocessing[4]. Chen et al. presented diffusion and confusion structure of image encryption algorithm according to chaotic system. Nevertheless, because of the limits in the word lengths of the computer, chaotic dynamic degradation could be a result of using chaotic sequences, particularly for the chaotic systems of low-dimension [25]. This could affect the chaotic encryption’s security. Thus, For the purpose of improving the algorithm’s security, hyper chaos system was utilized by a number of scholars for ensuring the chaotic sequence’s complexity [2]. Yet, it is a fact that the security of the encrypted image cannot be guaranteed via a single-encryption algorithm of chaotic mapping. In biology, DNA can be defined as a significant carrier for the genetic information [15], also it is of high importance in genetic organism metabolism. The main benefits of DNA are the low consumption of energy, ultra-high storage density, and extremely large-scale parallelism [5]; the distinctive DNA’s molecular recognition method as well as its molecular structure define its significant information processing and information storage ability [24]. The molecules of DNA have exceptional development ability with regards to hidden certification, information encryption [18], in addition to other aspects of information security that offers a novel approach to develop the current cryptography [26]. In the1995, Dan et al. cracked a 56-key code in a period of four months, which for the first time combined the concept of conventional DES with DNA computing [11]. After that, studying the progress of DNA cryptography became a main research area. In the year of 1999, Gehani et al., utilized DNA as a carrier for information, also, they realized one-time conventional encryption algorithm through the use of bio-chemical technology in DNA molecule [6]. Also in 1999, Celland et al., realized the information hiding through the use of DNA as a carrier for the information, also they hide the well-known information “June 6 invasion: Normandy” in a DNA micro point in WWII, therefore realizing steganography according to the DNA’s natural storage capacity[20]. In the year 2017, Le Goff et al. carried out 3-D (array particle) encryption model, also, they efficiently created 3-D DNA hydrogel particle arrays within 100 microns in size via thermal shrinkage film and the technology of DNA particle for fixing the polymers of DNA on polyethylene heat-shrink chip[16].Such algorithms realized the location replacement regarding the pixels of the image, which modified the gray value, yet, have been unsuccessful in achieving the aim of true diffusion. Thus, the proposed study suggests a novel image encryption algorithm through combining DNA code with the chaotic system. DNA coding using in A.I in many field [7]. Using approach substation and shifting as well as DNA operations, therefore improving the properties of diffusion and confusion in the algorithm via iterative chaotic systems and cipher-text feedback.

2. DNA Computing

2.1 DNA computing is an evolving branch of computing that, instead of conventional electronic computing, uses DNA, biochemistry, and molecular biology hardware. In this field, research and development concerns theory, experiments, and DNA computing applications. While the field originally began with Len Adleman's presentation of a computer application in 1994, it has now been extended.
DNA sequences are used to encrypt information in the encryption of the communication methods, mainly the ones that need a robust data encryption scheme to challenge unauthorized access [12]. In this section, the DNA coding rules and spatiotemporal chaos used in Reference [7] are introduced, and then the specific steps of IEA-DESC are detailed. There are 4 kinds of nucleic acids bases on the DNA sequence: A, T, C, and G. With regard to the 4 bases, the total number of coding combinations is $4! = 24$. Yet, there are just 8 kinds of coding combinations since the 4 bases fulfill the principle of complementary base pairs. More accurately, T and A are considered to be complementary to each other, as G and C. Table 1 displays the 8 DNA coding rules.

<table>
<thead>
<tr>
<th>Rules</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>00</td>
<td>00</td>
<td>01</td>
<td>01</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>T</td>
<td>11</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>01</td>
<td>01</td>
<td>00</td>
<td>00</td>
</tr>
<tr>
<td>G</td>
<td>01</td>
<td>10</td>
<td>00</td>
<td>11</td>
<td>00</td>
<td>11</td>
<td>01</td>
<td>10</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
<td>01</td>
<td>11</td>
<td>00</td>
<td>11</td>
<td>00</td>
<td>10</td>
<td>01</td>
</tr>
</tbody>
</table>

2.2 Chaos theory is a branch of mathematics that focuses on the study of chaos, complex systems that are actually governed by fundamental patterns and deterministic rules that are extremely sensitive to initial conditions, seemingly random states of disorder and irregularities. Chaos theory is an interdisciplinary theory that there are underlying patterns, interconnectedness, continuous feedback loops, repetition, self-similarity, fractals, and self-organization within the apparent randomness of chaotic complex systems. The butterfly effect, an underlying chaos concept, explains how a slight shift in one state of a deterministic nonlinear system will result.

In 1976, the logistic map was discovered by the biologist Robert May. It is a simple nonlinear polynomial mapping equation, its main idea, and its objective was to study and describe the biological populations and their growth. Its important parameters are shown in equation (1): the 1D logistic map is represented in figure (1). [8][19]

$$f(y_i) = r y_i (1 - y_i)$$

Where the parameter represents the state variable, $r \in [1, 4]$, and it is considered to be the control parameter [20]. The phase plan for the logistic map is illustrated in Figure below.

![Figure (1): The Logistic map phase plane [9]](image)

The 2D-Logistic map has been introduced by Liu [9], as described in Eq.(2).

$$f(X_i) = R_1 X_i (1 - X_i) + Q_1 z_i^2$$
$$f(Y_i) = R_2 Y_i (1 - z_i) + Q_2 (y_i^2 + y_i z_i)$$
This map depends on two main parameters, (Y) and (Z) that control the behavior of this map. The experiments show a considerable improvement in terms of complexity and security where their values belong to [0, 1]. The chaotic behavior appears when the values of the control parameters are; [0.15 < Q1 < 0.21, 0.13 < Q2 < 0.15, 2.75 < R1 < 3.4, and 2.7 < R2 < 3.45] [8]. Where the initial values of Xn, Yn[0,1]. After some iterations the resulting values of X and Y also belong to [0,1].

3. The Proposed Method

Image data have strong correlations among adjacent pixels. For the purpose of disturbing the high-correlations between pixels, the pixel positions of the plain image will be shifted. With no loss of generality, the dimension of the plain image will be N × N. In this suggested approach, we focus on principles as confusion and diffusion to break the correlation between the pixels.

**Encryption**: in the beginning, the original image is broken to three channels as (R,G,B) after that, the channels are converted from decimal to DNA char as (C,T,G,A) to be ready to DNA operation with security keys(R,G,B), in example can take one pixel in (R,G,B) after split, the value for channel R equal 1 byte as (255), after that we convert to binary sequence as (11111111), this sequence binary split to 2 bits blocks, and each block match with DNA table to get the char as (A) and so on for each values in channels. the security keys also as DNA chars. The new (R,G,B) values using Decoding operation to convert from DNA chars to decimals for shifting to left based on security decimal keys(K1,K2, and K3). The substitution operation is an important process to break the correlation between pixels for (R, G, B) using AES S-Box to get new pixels. The process of swap is done between (R,G) to become (G,R), it is more important as Fiestel mod operation, the location of the G channel is reordered based on the IP DES table to get new pixels, construct (R,G,B) to get the cipher image. Decryption: the same process but in the reverse order. The secret keys are generated form 1D logistic map equation depending on initial and condition parameters used in encryption and decryption processes. Figures (2, 3) and algorithms 1, 2, and 3 are explain all processes:
Figure (2): Encryption for the Proposed Method
Figure (3): Decryption for the Proposed Method

**Algorithm (1): The Encryption Algorithm**

**Input:** Clear Image, Secrete Keys  
**Output:** Encrypted Image

**Begin**
**Step 1:** Split the image to (R, G, B)  
**Step 2:** Convert Channels (R, G, B) decimal number to DNA coding operation on table 1.  
**Step 3:** ADD DNA operation for (R, G, B) with (K1, K2, K3)  
**Step 4:** Convert Channels (R, G, B) DNA, to Decimal based on Decoding operation.  
**Step 5:** Shift to left operation on (R, G, B ) using (K1, K2, K3)  
**Step 6:** Substitution process in S-Box of AES for (R, G, B)  
**Step 7:** Swap (R, G) to (G, R)  
**Step 8:** Use IP table in DES to (G) Channel  
**Step 9:** Construct (R, G, B) into the Cipher Image  
**End**

**Algorithm (2): The Decryption Algorithm**

**Input:** Cipher Image, Secrete Keys  
**Output:** Clear Image

**Begin**
**Step 1:** Split the image to (R, G, B)  
**Step 2:** Using IP table in DES to (G) Channel  
**Step 3:** Swap (R, G) to (G, R)  
**Step 4:** Substitution process using AES S-Box for (R, G, B)  
**Step 5:** Shift to right operation to (R, G, B) using (K1, K2, K3)  
**Step 6:** Convert Channels (R, G, B) from decimal numbers to DNA coding operation in table 1.  
**Step 7:** Sub DNA operation for (R, G, B) with (K1, K2, K3)  
**Step 4:** Convert Channels (R, G, B) DNA to Decimal based on the Decoding operation.  
**Step 9:** Construct (R, G, B) into the Cipher Image  
**End**

**Algorithm (3): Secret Key Generation Algorithm**

**Input:** Parameter and Condition of 2D Chaotic Map  
**Output:** K1, K2 and K3 Sequences

**Begin**
**Step 1:** Apply the equation of 2D chaotic map to get a huge sequence of Xi, Yi and store it in the buffer.  
**Step 2:** Convert Xi and Yi from float to integer numbers by deleting the real part.  
**Step 3:** Concat X and Y to obtain one sequence
Step 4: Split the sequence in step 3 to three keys as (K1, K2, and K3)
End

4. Performance of the Proposed Encryption Method

To analyze and test the performance of encryption and decryption, some measures are applied; these measures help us to study the performance of security of the encryption method.

4.1 Differential Attacks Analysis
The pixel strength diffusion measurements for a picture are represented in a histogram from a picture. A secure encryption system should provide identical histograms to survive statistical attacks. The histogram in Figure 4(a, b, c, d) depicts Lena, Pepper, Barbara, Baboon and Pepper's regular and encrypted pictures. We evaluated from Figure 4(a, b, c, d) that the histograms of regular images are not accurate, while the histograms of the digital images that have been encrypted are reliable. The uniformity of the pixel heights of the histograms of the encrypted image makes it hard to find an insight into the maximum information region for attackers.
Figure (4): histogram of Lena, Pepper, Barbara, Baboon and Pepper (a) plain image, (b) histogram of plain image, (c) cipher image, (d) histogram of cipher image.

And in figure 5, The histogram in Figure 4(a, b, c, d) shows the standard and decryption images of Lena, Pepper, Barbara, Baboon and Pepper, added to the decryption method to see the original image. Figure 4(a, b, c, d) indicates that standard image histograms are not reliable, whereas digital image histograms that have been decrypted are accurate.

4.2 NPCR and UACI Tests
NPCR indicates the number of pixels change rate while a single pixel of the plain image changes. It converges to 100%, which is mean the sensitivity of the cryptosystem to changing in the plain image, also the results showed that the effectiveness of the proposed crypto-system to resist plain-text attacks
where the value of UACI indicates the mean value of the intensity of differences between plain and cipher images, and it converges to 33.333%, that is mean the cryptosystem is effective and robust against differential attacks. Those two metrics are calculated from the following equations [10]:

\[
UACI = \frac{1}{\text{Width} \times \text{Height}} \sum_{i,j} \left( \frac{c_1(i,j) - c_2(i,j)}{255} \right) \times 100% \tag{3}
\]

\[
NPCR = \frac{\sum_{i,j} D(i,j)}{\text{Width} \times \text{Height}} \times 100% \tag{4}
\]

c1(i, j) and c2(i, j) are the encrypted-image prior to changing one pixel of the plain image and after it, respectively. And in the case where c1(i, j) ≠ c2(i, j), then D(i, j) = 1 otherwise, D(i, j) = 0. The results after changing a pixel’s R value are shown in table (2) and also see the Correlation Coefficients Analysis between images. In table (3) comparison between the original image and retrieval image after decryption, we found no loss in pixels and can get the original image.

**Table 2: NPCR and UACI Results**

<table>
<thead>
<tr>
<th>Name</th>
<th>NPSR</th>
<th>UACI</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper</td>
<td>0.99209</td>
<td>0.3328</td>
<td>0.0054</td>
</tr>
<tr>
<td>Barbara</td>
<td>0.99209</td>
<td>0.3335</td>
<td>0.00113</td>
</tr>
<tr>
<td>Baboon</td>
<td>0.99211</td>
<td>0.3320</td>
<td>0.00017</td>
</tr>
<tr>
<td>Lena</td>
<td>0.99420</td>
<td>0.3341</td>
<td>0.00235</td>
</tr>
<tr>
<td>Monarch</td>
<td>0.99710</td>
<td>0.3325</td>
<td>0.000061</td>
</tr>
</tbody>
</table>

**Table 3: Comparison between original and decryption images in MSE and PSNR**

<table>
<thead>
<tr>
<th>Name</th>
<th>MSE</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper</td>
<td>0.00004</td>
<td>99.99991</td>
</tr>
<tr>
<td>Barbara</td>
<td>0.00001</td>
<td>99.99990</td>
</tr>
<tr>
<td>Baboon</td>
<td>0.00003</td>
<td>99.99989</td>
</tr>
<tr>
<td>Lena</td>
<td>0.00020</td>
<td>98.9900</td>
</tr>
<tr>
<td>Monarch</td>
<td>0.00001</td>
<td>99.99988</td>
</tr>
</tbody>
</table>

**4.3 Information Entropy**

Image information entropy may be represented by the following equation:

\[
H(m) = \sum_{i=0}^{2^N-1} p(m_i) \log_2 \frac{1}{p(m_i)}
\]
Where \( p(mi) \) is the probability of \( (mi) \), and \( \log_2 \) is base 2 logarithm which expresses the entropy, \( N \) is the number of bits that are utilized for representing a pixel, and for a pixel’s one color channel, it is obvious that \( N = 8 \). In case where the image is ideally random, which is mean that for every \( i \), \( p(mi) = 1/256 \), and it is easily found that \( H(m) = 8 \). The results of cipher image have been listed in table (4).

### Table 4: Information Entropy

<table>
<thead>
<tr>
<th>Name</th>
<th>Paper</th>
<th>Barbara</th>
<th>Baboon</th>
<th>Lena</th>
<th>Monarch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Entropy</td>
<td>7.9977</td>
<td>7.9972</td>
<td>7.9982</td>
<td>7.9980</td>
<td>7.9975</td>
</tr>
</tbody>
</table>

#### 4.4 Security Analysis

Security is the most important part of many cryptosystems. A good encryption algorithm should be sensitive to the secret keys and have large key space to resist all kinds of known attacks [19].

- **Key Space**

  It is a set of possible permutations of the key where a master space is usually designed so that it is large enough to make it an opponent consuming considerable time to try to break it where the key is chosen randomly for other key variations but many people do not randomly choose passwords. So, attackers often try to use the dictionary attack before apply the brute force attack and this method can produce the correct answer in a much less time than brute force search for all the possibilities being possible, the key space of our work are large possible if our key space 9 digits . We mean the attacker must get all 9 digital numbers to get and know the secrete key , so \( (2^{9} \times 8 \text{ bit} = 2^{78}) \) possible key space the modified in secret key that lead to modified in add, sub and shifting operations.

- **Key Sensitivity**

  Key sensitivity is another important metric needed by a cryptosystem which is ensure that no data can be recovered from the cipher text even though there is only a minor difference between the encryption and decryption keys, in chaos theory any one-bit change in initial value (in 1D chaos theory in \( X_0 \) or in condition values) lead to change the key. Key sensitivity can be observed if slightly different keys are applied to encrypt the same plain than completely different cipher, and if a negligible difference exists in decryption key, then the cipher could not be decrypted correctly. And can explain the effective modified secret key to retrieval plain image can see in table (6). in this table when modified simple initial sensitive key in decryption that lead to unclear u(decryption) image.

---

![Figure (6):](image)
5. Conclusions
The results of the implementation and evaluation of the suggested system proved its efficiency, where the values of each of the Correlation, NPCR, UACI, and entropy are considerably close to the optimum values. In addition to that, the proposed algorithm has provided an additional level of confusion because of the S-box transformation. Mainly, this algorithm hits the S-P (P via shift and rotate) network idea of Shannon principle as diffusion and confusion.
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